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 Abstract 

Sentiment Analysis is the domain of understanding 

these emotions with software, and it’s a must-

understand for developers and business leaders in a 

modern workplace. As with many other fields, 

advances in Deep Learning have brought Sentiment 

Analysis into the foreground of cutting-edge 

algorithms. Today we use natural language 

processing, statistics, and text analysis to extract, 

and identify the sentiment of text into positive, 

negative, or neutral categories. In this paper, an 

attempt is made to give an overview of different 

methods available for sentiment analysis, along with 

different approaches, challenges in sentiment 

analysis 
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I. Introduction 

 

Sentiment Analysis or Opinion Mining is a type of 

contextual mining for text, which identifies and 

extracts subjective information in source material, 

and also helps a business to understand the social 

sentiment of their brand, product or service while 

monitoring online comments or feedback. However, 

analysis of social media streams is usually restricted 

to just basic sentiment analysis and count based 

metrics. This is just scratching the surface and 

missing out on those high value insights that are 

waiting to be discovered. So what should a brand do 

to capture that low hanging fruit? 

With the recent advances in deep learning, the 

ability of algorithms to analyze text has improved 

considerably. Creative use of advanced artificial 

intelligence techniques can be an effective tool for 

doing in-depth research. We believe it is important 

to classify incoming customer conversation about a 

brand based on what are the key aspects pertaining 

to that brand and what are the reactions and 

intentions concerning these aspects. 

The online medium has become a significant way for 

people to express their opinion and with social media; 

there is an abundance of opinion information 

available. There are more than a hundred websites 

such as Facebook, Twitter, LinkedIn and Youtube 

offering a range of services for users who depend on 

the networks for sharing their interests, photos, videos 

and blogs. However, the main purpose of online 

social networks is sharing information. According to 

the ranking from ebizMBA in January2019, top 10 

social networking sites are shown in below table [4]. 

 

Table 1 

S.NO WEBSITE NO OF USERS 

1 facebook 1,500,000,000 

2 YouTube 1,499,000,000 

3 Twitter 3 400,000,000 

4 Instagram 275,000,000 

5 LinkedIn 250,000,000 

6 Reddit 125,000,000 

7 VK 120,000,000 

8 Tumblr 110,000,000 

9 Pinterest 105,000,000 

10 Google Plus 100,000,000 

 

II. Sentiment Analysis: This is one of the most 

common text classification tool which analyses an 

incoming message and tell whether the underlying 

sentiment is positive, negative our neutral. 

Sentiment Analysis can be used to determine 

sentiment on a variety of level. It will score the 

entire document as positive or negative, and it will 

also score the reaction of individual words or 

phrases in the document. Sentiment analysis can 

track a particular topic, many companies use it to 

track or observe their products, services or status 
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in general. For Example, if someone is attacking 

your brand on social media, sentiment analysis 

will score the post as enormously score negative, 

and you can create alerts for posts with hyper 

negative sentiment scores. [3] 

Intent Analysis: This analysis steps up the game 

by analyzing the user’s intention behind a message 

and identifying whether it relates an opinion, 

news, marketing, complaint, suggestion, 

appreciation or query.Intent analysis basically 

detects what people want to do with a text rather 

than what people say with that text. Look at the 

following examples: 

 “Your customer support is a disaster. I’ve been on 

hold for 20 minutes”. 

 “I would like to know how to replace the 

cartridge”. 

 “Can you help me fill out this form?” 

A human being has no problems detecting the 

complaint in the first text, the question in the 

second text, and the request in the third text. 

However, machines can have some problems to 

identify those. Sometimes, the intended action can 

be inferred from the text, but sometimes, inferring 

it requires some contextual knowledge. 

Contextual Semantic Search(CSS): This is one of 

the interesting approaches. To derive actionable 

insights, it is important to understand what aspect 

of the brand a user is discussing about. For 

example: Amazon would want to segregate 

messages that are related to: late deliveries, billing 

issues, promotion related queries, product reviews 

etc. On the other hand, Starbucks would want to 

classify messages based on whether they relate to 

staff behavior, new coffee flavors, hygiene 

feedback, online orders, store name and location 

etc. 

We introduce an intelligent smart search algorithm 

called Contextual Semantic Search (a.k.a. CSS). 

The way CSS works is that it takes thousands of 

messages and a concept (like Price) as input and 

filters all the messages that closely match with the 

given concept. The graphic shown below 

demonstrates how CSS represents a major 

improvement over existing methods used by the 

industry. 

 

 

 

 

 

 

 

 

 

Figure 1. Existing approach vs Contextual 

Semantic Search 

A conventional approach for filtering 

all Price related messages is to do a keyword search 

on Price and other closely related words like 

(pricing, charge, $, paid). This method however is 

not very effective as it is almost impossible to think 

of all the relevant keywords and their variants that 

represent a particular concept. CSS on the other hand 

just takes the name of the concept (Price) as input 

and filters all the contextually similar even where the 

obvious variants of the concept keyword are not 

mentioned. 

For the curious people, we would like to give a 

glimpse of how this works. An AI technique is used 

to convert every word into a specific point in the 

hyperspace and the distance between these points is 

used to identify messages where the context is 

similar to the concept we are exploring. A 

visualization of how this looks under the hood can 

be seen below: 

 

              

                 

Figure 2. Visualizing contextually related Tweets 

 

III. Scope of sentiment analysis 

Sentiment analysis can be applied at different levels 

of scope by breaking the document into its basic 

grammatical level. Now some sentiment-bearing 

phrases such as “Worst-service” are identified using 

specially designed algorithm. Eachsentiment-bearing 

phrase is given a score based on a logarithmic scale 

between -10 and 10. Finally, the scores are summed 

up tocalculate the overall sentiment of the document 

or sentence. The scores of the document range 
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between -2 and 2. Most of the researchers have 

mainly classified the study of sentiment analysis into 

three basic levels of granularity. [2] 

 Document level sentiment analysis obtains the 

sentiment of a complete document or paragraph. The 

major hindrance in this level is that the useful 

insights are hidden so that the clients cannot extract 

useful information. [1] 

 Sentence level sentiment analysis obtains the 

sentiment of a single sentence .Here, the 

sentences related to factual information are 

separated from the sentences related to subjective 

views and opinions. [5] Then the opinionated 

sentences are expressed as either positive or 

negative opinion, which is called sentiment 

classification. In this we have three-classification 

problem, that is, to classify a sentence as 

positive, negative or neutral. 

 Sub-sentence level sentiment analysis obtains the 

sentiment of sub-expressions within a sentence. 

This can be broadly specified as the fine graining 

when compared to both the earlier approaches i.e. 

Document Level and Sentence level. The main 

goal of this level is to target the features of 

entities which are called as targets. [6] The aspect 

level analysis involves few steps which are 

aspect extraction, entity extraction, and aspect 

sentiment classification. For example, from the 

sentence, “At Novotel the food quality is good, 

but the service is worst”, entity extraction should 

identify “Novotel” as the entity and aspect 

extraction must identify the “food quality” and 

“the service” as the two aspects. Aspect 

classification should classify the sentiment 

expressed on the “food quality” and “the service” 

as “positive” and “negative”. 

 

IV. Overview of Text Mining and Analytics 

Since an enormous amount of data has emerged 

over the years at a staggering rate, there is a need 

to incorporate some sort of analytics to gain 

meaningful insights from the raw and 

unstructured data in the form of text, images, and 

videos. Text mining is one of the approaches that 

are the predecessors to text analytics. Text 

mining uses natural language processing, 

knowledge management, data mining, and 

machine learning techniques to process text 

documents [8]. Text analytics, while similar to 

text mining in terms of method, usually deal with 

a bigger amount of data to extract and generate 

useful non-trivial information and knowledge [9]. 

Text mining/analytics are originally conducted for 

two purposes. The first purpose is to analyze people’s 

sentiment on an issue or phenomenon. Hence, 

sentiment analysis goes through a huge amount of 

textual data to identify people’s attitudes, thoughts, 

judgments, and emotions on an issue [10], [11]. The 

second purpose is to assess people’s opinion on a 

product, person, event, organization, or topic from a 

user or group of user perspectives. Similar to 

sentiment analysis, opinion mining is a natural 

language processing task that employs an algorithmic 

technique to recognize opinionated content and 

categorize it into positive, negative, or neutral 

polarity [12]. Nonetheless, the application of text 

mining/analytics has been extended to other areas of 

human computer applications, and the applications 

are growing with the growth in big data analytics. 

1.  

V. Overview of Opinion Mining and Sentiment 

Analysis 

An opinion refers to a person’s or group’s sentiment 

or views, emotions, and attitudes about a product, 

service, occasion, or other topic present in the 

environment. Like sentiment analysis, opinion mining 

is also grounded on the algorithmic technique [12]. 

Covering a huge variety of pubic opinions, [13] have 

argued that opinion can be classified into three main 

types: regular opinions, which refer to a single entity 

only; comparative opinions, which compare or 

contrast more than one entity; and suggestive 

opinions, which suggest a single or multiple entities. 

The regular opinion is mainly used to identify a 

positive or negative outlook of a particular 

product [14]. On the other hand, comparative 

opinions help in elucidating the association among 

multiple entities and are mainly used for competitive 

intelligence [14]. However, there is a dearth of 

literature concerning the identification of comparative 

sentences that is being used for the comparison of 

multiple entities. Recently, suggestive review has 

been introduced in the field of opinion mining [15]. 

The extraction of these types of opinions from text 

can be utilized for various application areas in the 

field of business, engineering, medical science, and e-

learning. It can be offered to various online 

communities for their assistance as well [13]. 

Similarly, private statements of individuals are called 

sentiments, which comprise thoughts, opinions, 

attitudes, views, judgments, and feelings. These are 

commonly gathered by conventional scientific 

methods [10], [11]. [16] Pronounced the feelings that 

are expressed in language by using subjective 
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expression. The sentiments can be analyzed through 

the machine learning technique, which can be further 

classified into supervised and unsupervised, using a 

lexicon-based approach, using a keyword, and using a 

concept-based technique [17]. Recently, research on 

sentiment analysis has focused on multiple modalities 

such as in speech and video as opposed to earlier 

work that focused on unimodality related to 

text [18], [19]. Sentiment analysis tackles many NLP 

subtasks, including aspect extraction [20], subjectivity 

detection [21], named entity recognition, and sarcasm 

detection [22]. 

In most cases, the main objective of sentiment analysis 

is to unearth people’s opinions to gain meaningful 

insight about products or services. Its aim is to exhibit 

useful information to both customers and 

manufacturers. It is established that both manufacturer 

and customers look upon summarized opinions instead 

of detailed reviews. Hence the opinions that are 

categorized on positive, negative, or neutral sentiments 

are useful for both parties in making the right call [23]. 

Despite the large number of studies on opinion mining 

and sentiment analysis techniques, the impact they 

have on people has been less explored. There has been 

great emphasis on the techniques used and less on how 

people can benefit from the findings. Hence, this study 

aims to investigate the human element in opinion 

mining and sentiment analysis research. To achieve 

this aim, we will systematically review the relevant 

literatures that have employed both approaches. 

The study offers several contributions. The first and 

foremost significance of this study is to refocus the 

study of opinion mining and sentiment analysis to both 

technical and non-technical challenges. Secondly, it 

places emphasis on the areas of opportunity by looking 

at the trends of application coverage that would offer 

some potential areas for research. Thirdly, the paper 

presents information on different datasets that were 

used in opinion mining and sentiment analysis studies 

that future researchers could use in their research. 

 

VI. Review of Opinion Mining and Sentiment 

analysis 

Literature reviews are rooted in medical science, 

which has been categorized as a critical approach 

mainly applied where evidence is important [24]. 

They involve a stringent process of finding, 

selecting, and examining secondary data [25], [26]. 

The synthesis of evidence from the current 

literature can create new knowledge in the current 

studies, which is as significant as conducting new 

research [27]. 

Rousseau et al. [28] maintained an argument that 

systematic reviews are different from tradition 

reviews in that systematic literature reviews are 

comprehensive in nature, use transparent and 

unbiased analysis, and apply certain criteria for 

interpretation of the findings that provided in the 

previous literature. In addition, systematic literature 

reviews mainly focus on objectivity and 

reproducibility of results [26]. The process of 

review starts with framing the questions and 

conducting a systematic and step-by-step process 

and applying a replicable method to answer these 

questions [26]. Thus, the evidence generated from 

the rigorous approach of identifying, selecting, and 

analyzing the data can have a significant impact on 

the body of knowledge collected, but the supreme 

concern of this practice is synthesizing the results 

produced through this systematic process [25], [26]. 

The methodology used in the study is a five-

step process shown in Figure 3, as proposed 

by [25]. It is systematic in nature, clear and 

reproducible, and involves identifying, 

examining, synthesizing, deducing, and 

reporting the evidence from the existing 

sentiment analysis and opinion mining 

literature. 

 
          

Figure 3. Research methodology of 

systematic literature review 

 

    A. Question Formulation 

A deep and insightful literature review should start 

with the development of a clear understanding about 

your objectives [27]. Therefore, to ascertain this, we 

clearly formulated and considered research questions 

to evade doubts in our study [28]. The purpose of the 

paper is to discuss the methodological and 

application side of opinion mining and sentiment 

analysis and explore whether the intervention of 

opinion mining and sentiment analysis would be 

applicable to humans or in an organization as a 

whole. Hence the purpose of our systematic review 

is to answer two research questions: 
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1. What are the trends of opinion mining and 

sentiment analysis publication from 2000–

2018? 

2. Which are the areas in which opinion mining 

and sentiment analysis have been applied? 

3. What are the sources of data in the areas in 

which opinion mining and sentiment 

analysis have been applied? 

 

B. Locating Studies 

The objective of identifying an appropriate journal 

articles is to develop a list of all related articles to 

our research questions. We have selected Web of 

Science as a core database. The study has only 

focused on peer-reviewed articles that were written 

in English and published in the Web of Science 

Journal category. The study did not consider 

articles in other categories like conference 

proceeding papers, book chapters, review papers, 

and theses. 

Since the study is based on opinion mining and 

sentiment analysis, we used different strings to 

identify relevant papers. The researcher employed 

different techniques for searching, including 

separate keywords for “sentiment analysis” and 

“opinion mining”, combining two keywords at the 

same time through simple operators and Boolean 

logic. For example, we used the string “opinion 

mining” and “sentiment analysis” for exploring the 

papers containing the exact phrases “opinion 

mining” and “sentiment analysis.” 

 

C. Study Selection and Evaluation 

In order to ensure and maintain the quality of the 

paper, we have constrained our selection of articles 

to only peer-reviewed journals. Peer-reviewed 

journals have strict quality control and have gone 

through systematic, rigorous processes and have 

stringent requirements for publication, which leads 

to better research output [27]. The process began 

with scanning of selected articles from the Web of 

Science database. The timeline we set was from the 

years 2000 to 2018. The initial criterion of selection 

was based on choosing the keywords “opinion 

mining” and “sentiment analysis.” 

We have further followed the criteria suggested 

by [29] for the inclusion and exclusion of the 

articles from the selected list. Basically, we have 

developed the inclusion criterion as follows: 

 Published in peer-reviewed journals 

 Within the database of the last 17 years (2001 to 

2018). 

 In the English language 

 Containing at least one keyword 

The exclusion criteria are as follows: 

 Have very narrow horizon or context 

 Do not explicitly focus on application side (human 

or organizational level) of opinion mining and 

sentiment analysis 

Our search resulted in an initial list of 274 articles 

for sentiment analysis and 91 articles for opinion 

mining. Thus, the preliminary results provided a 

total of 365 articles that were written on opinion 

mining and sentiment analysis. 

The next step involved reading the abstracts to 

evaluate whether it was relevant to our research 

topic. Initially a single person read it, but to 

warrant its rigor, an independent person to 

improve its objectivity and validity read the same 

number of articles. Scholarly outputs that did not 

align with our developed research questions or 

that seemed irrelevant and non-substantive were 

excluded. The articles that were included 

exhibited good fit with the objective of the study. 

Thus, a total of 99 articles were shortlisted based 

on the initial evaluation. 

In the next step, two authors reviewed the pre-

selected articles separately. The total number of 

peer-reviewed journal papers selected for critical 

reviews after rigorous assessment were 58, 

published over a period of 17 years. The selected 

papers were then examined in detail and 

synthesized to answer the research questions. 

 

VII. Methods for Sentiment Analysis 

In this section we discuss the general process for 

sentiment analysis. A common process of 

sentiment analysis loop starts with goal setting for 

employing the sentiment analysis. This depends 

on the application of sentiment analysis, and then 

big data is extracted either from a single or 

multiple sources. The next step is the application 

of specific sentiment analysis methods in order to 

mine this huge data and get insight into the 

company in making final decisions regarding their 

products. 

 

A. Keyword-Based Classification 

This method classifies text based on the presence 

of positive or negative polarity words such as 

happy, joyful, delighted, miserable, sad, terrified, 

and uninterested [30]. The main drawback of 

keyword-based classification is the inability to 

steadfastly classify the negated words and 
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polarity, as this approach depends on surface 

features [30]. Another drawback is that this 

approach is based on the obvious presence of 

positive or negative polarity. However, 

occasionally, a post may covey sentiment or 

opinion through underlying meaning rather that 

obvious polarity words [30]. 

 

B. Lexicon-Based Classification 

Lexicon-based approaches construct lists of words 

manually labeled as having positive and negative 

polarity, and a polarity score for each word is 

created. This constructed lexicon is used to 

calculate the overall sentiment score of a given post 

or text. The notable advantage of the lexicon-based 

method is that these methods do not need training 

data (as the supervised machine-learning method 

does). The lexicon-based method is widely used in 

conventional text like reviews, forums, and 

blogs [31], [32]. However, they are less likely to be 

used for big data extracted from social media 

websites [32]. The key reason is the unstructured 

format and nature of social media websites (the 

data contains textual peculiarities, informal and 

dynamic nature of language, new slang, 

abbreviations, and new expressions) [32]. Even 

though this approach outperforms the keyword-

based classification, it still has drawbacks. Since it 

works at the word level, negated posts and posts 

with other meanings trick the lexicon polarity score 

measurement [30]. Second, lexical dictionary and 

polarity scores are usually biased toward the text of 

a specific type, dictated by the linguistic corpora 

source [30]. Therefore, it is challenging to construct 

a more generalized model regardless of the 

application domain. 

 

C. Machine Learning-Based Approach 

Machine learning research has become a significant 

task in numerous application areas. Machine 

learning reaches throughout recent years have 

magnificently created algorithms for handling 

volumes of data to unravel real-world issues. 

Machine learning algorithms are grouped into 

supervised learning and unsupervised learning 

algorithms. Supervised learning algorithms will 

help users train and learn from the training 

example, which is then tested and evaluated using 

the test data. The main drawback of supervised 

machine learning algorithms is the obligation to 

create a training example. The training example 

must be comprehensive enough to make the 

algorithm effective and reliable enough to classify 

the instance in test data. Another type of machine 

learning is a unsupervised learning algorithm. The 

working principle of this algorithm is to identify the 

hidden associations in unlabeled data. The 

unsupervised learning methods are based on 

calculating similarity differences between data. For 

example, it calculates k-means in which similarity 

between data is computed based on proximity 

measures, such as Euclidean distance. 

The constructing machine learning-based method 

involves the following important steps. 

 

1) Features Extraction 

As shown in Figure 4, feature extraction is an 

important part of building an effective machine 

learning method in which the textual 

posts (P1,P2,P3,…,Pn) are transformed into 

valuable word features (wf1,wf2,wf3,…wfn) by 

using various feature engineering approaches. 

Feature extracting is one the most important steps 

of constructing effective classifiers [33]–

[34][35][36]. The accomplishment or failure of the 

sentiment classification model is intensely 

dependent on the features quality. If the extracted 

features relate well with the sentiment polarity and 

can provide discrimination power between positive 

and negative, then classification will be more 

precise. In contrast, if the extracted features do not 

relate well with the sentiment polarity and the 

similar features exist in both positive and negative 

posts, then the classification task will be more 

challenging and less precise. The most commonly 

used features are the first automatic generated 

features of Bag of Words (BoW), Bag of Phrases 

(BoP), n -gram, and Bag of Concepts (BoC). The 

second group of features is based on lexical 

features such as opinion words, sentiment words, 

and negation words. The third group of features is 

varied based on the data source; for example, the 

data from social media normally adds features such 

as the number of hashtags and social media-related 

features such as abbreviations and emojis. 

 

2) Machine Learning Algorithms 

This subsection briefly describes the most 

commonly used machine learning algorithms in 

literature for sentiment analysis. 

a: Artificial Neural Network (ANN) 

The Artificial Neural Network (ANN) is a 

mathematical modeling approach that is stimulated 

by the operative processes of the human mind [37]. 
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It is based on the artificial adaptive system, which 

has some form of distributive architecture [38]. The 

system in ANN encompasses closely-knit adaptive 

processing elements called artificial neurons or 

nodes which are proficient in carrying out 

enormous analogous and parallel computations for 

the purpose of information processing and 

knowledge representation [38]. 

These systems can also adapt to their internal 

structure in relation to a functional purpose. There 

are several types of artificial neural networks, 

which have been used for different problems. 

Generally, their application is appropriate for a 

problem, which is nonlinear in nature [39]. The 

nature of the problem can be carrying out pattern 

recognition, modeling memory, and envisaging the 

development of a dynamic system [38]. In most 

cases, these network types perform data modeling 

which is driven in a supervised or unsupervised 

fashion. The supervised learning technique is 

provided with both input and output. Then the 

network uses this input to generate output, and 

hence it is compared to desired outputs. On the 

other hand, in unsupervised training, only input is 

being provided and the network is used to find 

natural grouping with a dataset independent of 

external constraints. That is, the system itself must 

have the capability to decide which features to 

incorporate in order to group the input data. 

 

b: Random Forest 

Random Forests is a classification and regression 

method based on the ensemble of a proliferation of 

decision trees [40]. Recently, attention has been 

given to ensemble learning, a method which can 

create several classifiers and produce aggregate 

results [41]. The two commonly known and used 

methods for the classification of trees are boosting 

as proposed by [42] and bagging as proposed 

by [43]. The latter proposed the general operating 

mechanism of the Random Forest (RF), which 

augments the additional layer of randomness to 

bagging. In RF, each tree is a standard 

Classification or Regression Tree (CART) that uses 

the so-called splitting criteria like Decrease of Gini 

Impurity (DGI). Moreover, it picks the splitting 

predictor from a randomly chosen subset of 

predictors. Each tree is fabricated by using a 

bootstrap sample of the data, and the prediction of 

all trees are ultimately accumulated by means of 

majority voting [40]. 

 

c: Support Vector Machine 

Support vector machines are considered to be 

universal learners. Generically they learn linear 

threshold functions. However, with the use of a 

suitable kernel function plug in, they can be used to 

learn in different applications in the form of radical 

basic function and sigmoid neural networks and be 

trained on polynomial classifiers [44]. SVMs were 

initially intended for binary classification, but 

research has extended it into a multiclass 

classification. There are two commonly used 

approaches for multiclass SVMs. The first deals 

with fabricating and conjoining the number of 

binary classifiers, and the second one directly 

involves keeping all data in one optimization 

construction [45]. 

 

d: Genetic Algorithm 

The idea of developing the Genetic Algorithm was 

initiated and developed by John Holland. He 

proposed this idea in the year 1975 in his book 

“Adaptation in natural and artificial systems”. 

Since then, the Genetic Algorithm (GA) has been 

increasingly recognized as a popular evolutionary 

computational research technique [46]. It has 

gained popularity over the years as an optimization 

tool in a variety of research domains, including 

computer science, operational research, 

engineering, management, and social sciences [47]. 

A major reason behind the realization of this 

technique is its diversified applicability, efficiency 

of operations, and applicability on global 

scenario [48]. 

Genetic Algorithms are search and optimization 

techniques in a multifaceted search space. They are 

inspired by the concept of genetics and natural 

selection. Some essential and principal ideas are 

adopted from the field of genetics and then used 

artificially to create a kind of algorithm, which is 

flexible, robust, and efficient in nature [49]. 

Moreover, it characterizes the emergent technique, 

which is to be used to understand different 

relationships in the course of the development of 

data, in which the data can come in the form of 

binary strings, formula, program, query, grammar, 

and images [47]. 

e: Naïve Bayes 

The Naïve Bayes (NB) classifier has long been 

used in most applications of supervised machine 

learning. It is considered a tool for the retrieval of 

data [50]. It is based on a simple theorem of 

probability for making a probabilistic model of 
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data. The mechanics of the NB algorithm are 

applied to numeric data [51]. It is simple, easy to 

understand, and quick for classification. It normally 

entails a minimal data set for training and then is 

used to predict the parameters needed for 

classification purposes. 

f: Decision Tree 

The decision tree (DT) classifier has been widely 

used for prediction and classification of tasks. The 

rules in creating the decision tree are easy to 

understand. The classifiers built through the 

decision tree are given in hierarchical 

representation. The tree is composed of decision 

nodes, event nodes, edge, and path [52]. A variety 

of classifiers are used in a variety of applications. 

Some of the DT classifiers are ID3, C4.5, and C5.0, 

but a common problem that has been found in the 

DT classifier is the ability to incorporate all types 

of variations in data, including noise when trees get 

bigger and deeper. This problem is commonly 

known as overfitting. In addition, the structure of 

the tree is distorted with the addition of data. To 

avoid this problem, the random forest technique is 

recommended in which many trees are formed and 

trained by dividing the training sets, and outcomes 

are generated through aggregation of all trees. 

g: K-Nearest Neighbour 

The K–nearest neighbor algorithm performs 

classification based on instance learning. It works 

through a non-parametric procedure of storing all 

inputs and instances and classifies new inputs by 

means of similarity measures like Euclidean 

distance [46], [47]. 

h: Ensemble Voted Classifier 

An ensemble of classifiers is the collection of many 

classifiers in which their decisions are aggregated 

by means of weighted an unweighted voting 

mechanism to predict the outcome. The 

classification in the ensemble voted classifier is 

based on a voting mechanism in which 

classification of new instances is done by 

considering the majority vote of the 

prediction [43], [48]–[49][50]. 

 

VIII. Validation Metrics 

To validate the proposed machine learning/ Deep 

learning models, one has to measure the 

performance by standard metrics. The standard 

metrics for performance is derived from the special 

matrix called confusion matrix. Confusion matrix 

gives the True positives, False Positives, True 

Negatives and False Negatives as elements.  

True Positive (TP): Number of predictions as 

Positives, as they are Positive in ground truth  

False Positive (FP): Number of predictions as 

Positives, as they are not positive in ground truth  

True Negative (TN): Number of predictions as 

Negatives, as they are Negative in ground truth  

False Negative (FN): Number of predictions as 

Negatives, as they are not negative in ground truth 

 

True Positive 

(TN) 

False Positive 

(FP) 

False Negative 

(FN) 

True Negative 

(TN) 

                    Table 2. Confusion Matrix 

Accuracy (ACC) is calculated as the number of all 

correct predictions divided by the total number of 

the dataset. The best accuracy is 1.0, whereas the 

worst is 0.0. 

Sensitivity (Recall or True positive rate) 

Sensitivity(SN) is calculated as the number of 

correct positive predictions divided by the total 

number of positives. It is also called recall (REC) 

or true positive rate (TPR). The best sensitivity is 

1.0, whereas the worst is 0.0. 

Specificity (SP) is calculated as the number of 

correct negative predictions divided by the total 

number of negatives. It is also called true negative 

rate (TNR). The best specificity is 1.0, whereas the 

worst is 0.0 

Precision (PREC) is calculated as the number of 

correct positive predictions divided by the total 

number of positive predictions. It is also called 

positive predictive value (PPV). The best precision 

is 1.0, whereas the worst is 0.0. 

Negative positive rate (NPR) is calculated as the 

number of incorrect positive predictions divided by 

the total number of negatives. The best false 

positive rate is 0.0 whereas the worst is 1.0. It can 

also be calculated as 1 – specificity. 

 

The false positive rate usually refers to the 

probability of falsely rejecting the null hypothesis 

for a particular test. 

The false discovery rate (FDR) is a method of 

conceptualizing the rate of errors in null hypothesis 

testing when conducting multiple comparisons. 

False omission rate (FOR) is a statistical method 

used in multiple hypothesis testing to correct for 

multiple comparisons and it is the complement of 

the negative predictive value. It measures the 

proportion of false negatives which are incorrectly 

rejected. 
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Mathew’s correlation coefficient and F-score can 

be useful, but they are less frequently used than the 

other basic measures. F-score is a harmonic mean 

of precision and recall. 

Matthews correlation coefficient (MCC) is a 

correlation coefficient calculated using all four 

values in the confusion matrix. 

 

IX. Challenges to Sentiment Analysis 

Sentiment Analysis runs into a similar set of 

problems as emotion recognition does – before 

deciding what the sentiment of a given sentence 

is, we need to figure out what “sentiment” is in 

the first place. Is it categorical, and sentiment 

can be split into clear buckets like happy, sad, 

angry, or bored? Or is it dimensional, and 

sentiment needs to be evaluated on some sort of 

bi-directional spectrum?[7] 

In addition to the definition problem, there are 

multiple layers of meaning in any human generated 

sentence. People express opinions in complex 

ways; rhetorical devices like sarcasm, irony, and 

implied meaning can mislead sentiment analysis. 

The only way to really understand these devices are 

through context: knowing how a paragraph is 

started can strongly impact the sentiment of later 

internal sentences. 

Most of the current thinking in sentiment analysis 

happens in a categorical framework: sentiment is 

analyzed as belonging to a certain bucket, to a 

certain degree. For example, a given sentence may 

be 45% happy, 23% sad, 89% excited, and 55% 

hopeful. These numbers don’t add up to 100 – 

they’re individual indications of how “X” a 

sentence’s sentiment is. 

To address the context issue, a lot of research 

surrounding sentiment analysis has focused on 

feature engineering. Creating inputs to a model that 

recognize context, tone, and previous indications of 

sentiment can help increase accuracy and get a 

better overall sense of what the author is trying to 

say. For an interesting example, check out this 

paper in Knowledge-Based Systems that explores a 

framework for this kind of context focus. 

Finally, one more challenge in sentiment analysis is 

deciding how to train the model you’d like to use. 

There are a number of pre-trained models available 

for use in popular Data Science languages. For 

example, TextBlob offers a simple API for 

sentiment analysis in Python, while the Syuzhet 

package in R implements some of research from 

the NLP Group at Stanford. 

These modules can help you get off the ground 

quickly, but for the best long term results you’re 

going to want to train your own models. Getting 

access to labeled training data for sentiment 

analysis can be difficult, but it’s key to building 

models that work for your specific use case. You 

may execute a workflow where you gather your 

proprietary data (e.x. customer service 

conversations) and use a service 

like CrowdFlower to label and prepare it. 

 

X. Conclusion and future scope 

Sentiment Analysis works to analyze the emotion 

of the people, which is written in the form of text. 

Further different algorithms and different data 

mining techniques are to be applied to get accurate 

emotions. In order to get accuracy, we try to use 

deep learning algorithm so as to get more accuracy 

and optimum solutions. 
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